Characterizing Geographic Variation in Well-Being using Tweets
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Abstract

The language used in tweets from 1,300 different US counties was found to be predictive of the subjective well-being of people living in those counties as measured by representative surveys. Topics, sets of co-occurring words derived from the tweets using LDA, improved accuracy in predicting life satisfaction over and above standard demographic and socio-economic controls (age, gender, ethnicity, income, and education). The LDA topics provide a greater behavioural and conceptual resolution into life satisfaction than the broad socio-economic and demographic variables. For example, tied in with the psychological literature, words relating to outdoor activities, spiritual meaning, exercise, and good jobs correlate with increased life satisfaction, while words signifying disengagement like ‘bored’ and ‘tired’ show a negative association.

Introduction

Social media has proven to be remarkably useful for tracking geographical variations in health. Google uses search queries to measure trends in flu, providing earlier indication of disease spread than the “gold standard” data from the Centers of Disease Control (CDC), which is based on hospital reports (Ginsberg et al. 2008). Similarly, tweets show the variation in allergies by region or time of year (Paul and Dredze 2011).

This paper addresses another related health issue, subjective well-being, as measured by life satisfaction (LS). As we explain below, the importance of life satisfaction goes far beyond the obvious attraction of positive emotion; it contributes to health, productivity, and other positive life outcomes (Pressman and Cohen 2005). From the standpoint of social media research, studying life satisfaction offers novel issues beyond those in predicting flu or allergies, as our goals include not just predicting regional variation in happiness, but also in understanding the factors contributing to it. The use of the language in tweets gives us insights into some of those factors.

We collected a billion tweets from June 2009 to March 2010, mapped as many as possible to the US counties that they were sent from, and correlated the words used in the tweets (in the form of LDA-generated word topics) with life satisfaction, as measured by questionnaires answered in those counties. We also have demographic information (age, sex, ethnicity) and indicators of socio-economic status (income and education) by county, which we used as controls in a predictive model. We find that word use gives additional predictive accuracy above the socio-demographic controls in predicting LS. Lastly, and toward understanding, we show visualizations of the word topics that predict LS, these provide informative intuitions about what factors the model is capturing.

In the following we provide some basic background on subjective well-being before turning to a more detailed description of our analysis method and results.

Subjective Well-being and its measurement

Happiness matters. For example, when a sample of Britons were asked what the prime objective of their government should be – “greatest happiness” or “greatest wealth”, 81% answered with happiness (Easton 2006). In a set of other studies conducted around the world, 69% of people on average rate well-being as their more important life outcome (Diener 2000). Psychologists still argue about how happiness should be defined, but few would deny that people desire it.

Governments around the world are starting to put more effort into measuring subjective well-being in their countries, moving beyond the common economic-based indicators such as Gross Domestic Product (Stiglitz, Sen, and Fitoussi 2009b, 2009a). Surveys by organizations such as Gallup, and government agencies (e.g., the CDC in the US) increasingly are including one or more subjective well-being questions in their questionnaires. However, survey research is expensive, in terms of time and resources. We would like to find faster and cheaper methods to assess well-being. Further, it is important to not only measure well-being, but also attend to factors that contribute to, support, and improve it (Abramovitz, Scitovsky, and Inkeles 1973; Layard 2005; Seligman 2011).

Subjective well-being is not just an end in itself; there is increasing evidence that well-being improves multiple life domains, including health and immunity (Howell, Kern, and Lyubomirsky 2007), cardiovascular disease (Boehm and
objective well-being refers to how people evaluate their lives in terms of cognition (i.e., satisfaction with life) and emotion (positive and negative emotion). Most of the happiness research in social media has focused on the emotion component (i.e., sentiment analysis). For example, classifying the emotional affinity of sentences and characterizing happiness as a specific emotion are often the goals of semantic analysis of text (Alm, Roth, and Sproat 2005; Mihalcea and Liu 2006). Quercia et al. (2012) found Twitter users expressing positive (or negative) emotion to cluster together. Another study viewed happiness as a lack of deprivation, which is an index on socio-economic factors like income, education, health, crime, and employment (Quercia, Séaghdha, and Crowcroft 2012)—factors that may relate to subjective well-being but do not constitute a direct measure. O’Connor et al. (2010) were able to predict opinion polls based on sentiment analysis of tweets containing topical keywords. Others have looked at variation in positive and negative emotion word use in tweets, Facebook, or blogs across time (Dodds et al. 2011; Kramer 2010) or latitude (Dodds and Danforth 2010). Such methods, though useful for other goals, do not capture many of the nuances of subjective well being.

Here, we specifically focus on the cognitive-based evaluation of overall life satisfaction (LS), a broader evaluation of well-being than emotion alone provides. Our goal here is not to count positive sentiment words, but study the language of well-being, to better understand the multiple components that contribute to it.

Some of the above studies, particularly those attempting to track “happiness”, are not based on a “ground truth”, as measured, for example, in questionnaires; they look at variation in the use of an ex ante list of indicative words. In contrast, we find the words that correlate with life satisfaction as measured in questionnaires; this allows us to empirically construct far richer lexica associated with the many aspects of happiness.

LS has been widely studied in the psychological literature (Diener et al. 1999) and has been tracked by the CDC through their Behavioral Risk Factor Surveillance System, as well as by numerous countries around the world; the OECD has recently established authoritative guidelines for the measurement of subjective well-being (OECD 2013). It is assessed by asking people to respond to questions such as “In general, how satisfied are you with your life?”, with responses ranging from “very dissatisfied” to “very satisfied” (Diener et al. 1985). The response to such simple questions has provided useful comparisons of well-being both within and between nations (Diener et al. 2010). Although LS is a single indicator, it is influenced by many important areas of life such as having sufficient food and shelter, good relationships, and having the freedom to choose one’s daily activities (Diener et al. 1985). Which factors in particular emerge as dominant contributors to LS is a matter of debate. Drawing on our massive social media dataset, we allow the data to tell their story about the most predictive human concerns and behaviors.

Geolocation and Twitter

We are not the first to make use of geolocation information in Twitter. Others have studied how word use in Twitter varies with location, and used word frequencies in twitter to predict geolocation (Eisenstein et al. 2010; Han, Cook, and Baldwin 2012; Hong et al. 2012; Cheng, Caverlee, and Lee 2010). Furthermore, Hecht et al. (2011) found people that people do not always provide real information in their location field. We keep in this in mind when mapping location fields to counties.

More closely related to this paper, as mentioned above, twitter messages have been analyzed to identify a range of health-related terms such as symptoms, syndromes and treatments to highlight geographical patterns in syndrome surveillance. Paul and Dredze developed a variant of topic models that captures the symptoms and possible treatments for ailments, traumatic injuries and allergies, discussed on Twitter, with a focus on general public health. They also explore the geographical patterns in the prevalence of such ailments (Paul and Dredze 2011).

Method

The primary goal of our method is to find language that characterizes subjective well-being over counties as measured by random life satisfaction phone surveys (Lawless and Lucas 2011). Here, we describe how we find the language that characterizes locational well-being, our approach to prediction, and how we map tweets to counties.

Differential Language Analysis

In working toward finding language characterizing well-being, we focus on lexical / topical features which are easily interpreted:

- **lexica**: hand-built lists of words including those from the psychological tool Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al. 2007), as well as a terms associated with the PERMA (positive emotion, engagement, relationships, meaning in life, and accomplishment) construct of well-being (Seligman 2011). Each list of words is associated with a semantic or syntactic category, such as positive emotion, leisure, engagement, or pronouns. Usage is measured as the percentage of a county’s words which were within the given category.

- **topics**: clusters of lexico-semantically related words as derived automatically from Latent Dirichlet Allocation (LDA). We used social-media specific topics, 2000 in all, described in Schwartz et al. (2013), which were derived from 18 million Facebook status updates. To measure topic usage, we use the distributions provided by LDA such that a given county’s topic usage is defined as:

\[
p(topic|county) = \sum_{word \in topic} p(topic|word) \times p(word|county)
\]
where \( p(\text{word} | \text{county}) \) is the normalized word use by that county and \( p(\text{topic} | \text{word}) \), the probability of the topic given the word, is provided by LDA. Furthermore, we use the joint probability, \( p(\text{word}, \text{topic}) \), in order to determine a word’s prevalence in a topic (i.e., when producing the tag cloud visualizations). While the hand-built lexica provide a theory-driven set of language, LDA gives us open-ended clusters of words from actual distributions in social media. It is a means to find unexpected characteristics of “happy counties”. We use a tweet-specific tokenizer (Gimpel et al. 2010) to identify words. Since the dataset is quite large, we use MapReduce of the tokenizer over a small hadoop cluster in order to aggregate words by counties. We then extract the category and topic features as described above.

After extraction of features, we run a correlation analysis between all categories and topics and the LS scores per county. We use ordinary least squares linear regression over standardized variables, which produces a Pearson \( r \) as correlation size. All results deemed positively or negatively correlated must pass a Bonferroni-corrected \( p \)-value of 0.05 (because we look at 2000 different topics, \( p < 0.05/2000 \)). Lastly, we found effective visualization of the results of such an analysis to be of critical importance since we essentially end up with 2000 correlations. We use word clouds, as demonstrated in Figure 2 to represent topics, where the size of the word within a cloud indicates the relative prevalence of the word \( p(\text{word}, \text{topic}) \) within the topic. We only consider those topics deemed significant and plot the most highly correlated.

**Predictive Models**

For our predictive model of subjective well-being, we use the same features as differential language analysis, lexica and topics. After acquiring usage information for both types of features, we apply a log transform to reduce the variance (this reduces the effect language use outliers can have on model fit).

**Controls:** To compare with some of the best predictors of county-level well-being, we drew on demographic and socio-economic status (SES) from the U.S. Census Bureau. This included the following demographics from the 2010 US census:

- **median age**
- **sex (percentage female)**
- **minorities** (percentage black and Hispanic).

as well as estimates of the following SES variables from 2009:

- **median household income** (log-transformed)
- **educational attainment** (percentage high school graduates or higher; percentage bachelor’s degrees or higher).

The two variables of educational attainment were combined into an overall educational attainment index by averaging the respective standardized scores across the counties. We refer to these as controls, seeking to discover whether our language models can add information beyond what these variables already contribute.

The lexica, topics, and controls are run through a LASSO (\( L^1 \) penalized) linear regression with life satisfaction over counties. Regularization via the \( L^1 \) penalty, which drives less-predictive features to be weighted zero (Tibshirani 1996), is preferred since our sample size size is often smaller than the number of features.

**Data Set and Geolocation**

Our collection of tweets were from a random 10% collected between November 2008 and January 2010 via the the Twitter “garden hose”. We use the 1,293 counties out of the 2,528 counties studied in (Lawless and Lucas 2011) for which we had at least 30,000 tweeted words (i.e., at least 1,000 words from each of 30 people). Additionally, we averaged LS over the years 2009 and 2010 to reduce measurement error (LS tends to be fairly stable over time (inter-year correlations around r=.85); variations due to measurement error are an issue in the smaller counties with reduced sample sizes, and averaging across years reduces this error).

Mapping tweets to counties is non-trivial (Hecht et al. 2011). Only a small fraction of the tweets have geolocation coordinates that can be mapped directly to counties. Instead, we rely on parsing the free-response location field that accompanies a tweet, sometimes containing a city/state pair or an individual city by itself, or sometimes non-identifiable phrases (e.g., “My Hous”).

We use a cascaded set of rules to map location strings to US counties, designed with the goal of avoiding false positives (incorrect mappings) at the expense of finding fewer total mappings. After tokenizing the strings, we attempt to match country names with the tokens, starting from the right, and only keeping the messages that either mention the country as the United States (in one of several forms) or do not mention the country at all. Next, using the tokens preceding the country (if available), we attempt to match city and state names. When only cities can be matched, we use a table of city populations\( ^1 \) and map a city to a state if it has a 90% likelihood of being in the particular state according to the population size of all cities of that name. We throw out cities for which we cannot determine city and state information following these criteria, as well as city names that also happen to be one of the 100 largest non-US cities.

In a random selection of 100 city and state pairs extracted from location strings of tweets which also had latitude and longitude coordinates, 84% mapped to the city associated with the coordinates. However, these coordinates often reflect where the user tweeted from rather than where they live. We therefore selected another random 100 city and state pairs, and judged 93% to have correctly identified the intended location. This evaluation is limited to assuming that those indicating valid city/state pairs are being honest.\( ^2 \) These cities are then mapped onto the counties in which they lie, since our demographic and LS data are available at the county level.

\( ^1 \)downloaded here: http://www.uscitieslist.org/
\( ^2 \)Note that should our mapping have many errors, this would make our task of predicting well-being by location more difficult.
After reducing to counties for which we have controls, LS, and which wrote at least 30,000 words, we are left with approximately 82 million county-mapped tweets. Correlating the number of tweets per county against the population of those counties (r = .74) suggests modest demographic representativeness despite a known twitter sampling bias in favor of urban and young populations (Hargittai and Litt 2011; Smith and Brenner 2012).

## Results and Discussion

### Prediction

The accuracy with which we can predict LS using different feature sets is shown in Table 1. The 1,293 counties for which we had at least 30,000 tweets word were randomly divided into 75% training / development examples (970 counties) and the remaining 25% (323 counties) held out for testing. As is common in the social sciences, we use Pearson’s r between the predicted life satisfaction scores and those measured from the survey to evaluate each model’s predictive value. The reader should note that Pearson correlations between behavior (i.e., language use) and psychologically based variables rarely exceeds an r of 0.4 (Meyer et al. 2001).

<table>
<thead>
<tr>
<th>data</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexica</td>
<td>0.264</td>
</tr>
<tr>
<td>Topics</td>
<td>0.307</td>
</tr>
<tr>
<td>Topics &amp; Lexica</td>
<td>0.307</td>
</tr>
<tr>
<td>Controls</td>
<td>0.435</td>
</tr>
<tr>
<td>Controls, Topics &amp; Lexica</td>
<td><strong>0.535</strong></td>
</tr>
</tbody>
</table>

Table 1: Test set prediction accuracy of LS using LIWC and well-being word categories (‘Lexica’), LDA Topics (‘Topics’), demographic and SES variables (‘Controls’), and all three together, as measured using the Pearson r.

The demographic and SES controls (age, sex, ethnicity, income, education) are more predictive than LDA-generated twitter word topics alone, which are, in turn more useful than the *lexica*, hand-crafted lists of words from LIWC and well-being theory. (See Appendix.) All three feature sets combined give significantly more accurate results than the controls alone, confirming that the words in tweets contain information beyond those in the control variables. We also see that the *lexica* do not seem to add additional predictive value when used in addition to the topics. However, we kept them in our analyses as they are useful in characterizing well-being, and have been used by others for predicting psychological variables (Kramer 2010; Sumner et al. 2012).

We’ve found both that language alone (topic and *lexica*) is predictive and that it contributes information above and beyond standard controls. One might find these results more surprising when considering that the people writing the tweets are unlikely to be the same as those sampled for the survey data. Other studies have suggested that happiness is contagious (Fowler and Christakis 2008), and our results seem to imply that one’s well-being can be reflected by the words of a community sample.

### Differential Language Analysis

Figure 1 shows regional variation in LS (a) as determined by survey data and (b) as predicted by our approach using 10-fold cross-validation. As shown above, the topics and *lexica* significantly improve prediction accuracy. More importantly, they also provide potential insight into what is being captured by the demographic and SES variables. Figure 2 shows the top 10 topics most highly correlated with LS.

The automatically-derived LDA topics include a remarkable range of cognitive and behavioral elements that have been empirically associated with subjective well-being. These include the following (labels in italics refer to the topics in Figure 2):

- **training, class, session, gym**: Across age and gender, physical activity relates to psychological well-being (Biddle and Ekkekakis 2006; Blumenthal and Gulette 2002). People report feeling better after exercising, and some evidence suggests that it reduces risk of depression and can act as an alternative to drug treatments in treating depression and other disorders (Lawlor and Hopker 2001; Mutrie 2004; Statropoulou et al. 2006).

- **ideas, suggestions**: highlights the language of people tapping their social network for ideas, suggestions, opinions, and advice. Actively seeking counsel through social ties fits into a broader pattern of problem-centered coping and broadened thought-action repertoires exhibited by those with high levels of well-being (Folkman and Moskowitz 2000; Fredrickson and Joiner 2002). One tweet states, “So nice to to have ideas to think about after a week of meetings and writing reports about stuff we’ve already done.”

- **money, support, donate**: A wide variety of pro-social activities have been shown to increase life satisfaction, including giving money and engaging in political activism (Klar and Kasser 2009; Dunn, Aknin, and Norton 2008). One tweet states, “...Buckwheat is on the list next time i decide to donate 2 Whole Foods.”

- **meeting, conference**: Several of the topics tap various aspects of engagement. Engagement is a multidimensional construct that can be considered an important predictor or an indicator of well-being (Appleton, Christenson, and Furlong 2008; Fredricks et al. 2011). Engagement is considered a key part of healthy aging (Rowe and Kahn 1987) and is included as a core component of well-being in some theories (Seligman 2011). The construct includes forms that are psychological (e.g., fully concentrated and happily engrossed in activities, Schaufeli, Bakker, and Salanova, 2006; flow, Csikszentmihalyi, 1997), cognitive (e.g., valuing activities, self-regulation, goal-setting; Appleton et al., 2006); and behavioral (e.g., involvement, dedication; organizational citizenship behavior. Appleton et al., 2006) forms. The topic shown suggests communal engagement, perhaps in school or work groups - pointing to a behavioral type of engagement.

- **human, beings, nature, spiritual**: These words suggest that the connection to something larger than oneself is an important determinant of psychological well-being,
Figure 1: Map of the US showing life satisfaction (LS) as measured (A) using survey data and (B) as predicted using our combined model (controls + word topics and lexica). Green regions have higher satisfaction, while red have lower. White regions are those for which the language sample or survey size is too small to have valid measurements. (No counties in Alaska met criteria for inclusion; $r = 0.535$, $p < 0.001$)

aligned with recent psychological theory (Seligman 2011; Forgeard et al. 2011). In particular, the topics suggest a connection of all of humankind, and the concomitant “spiritual emotion” of compassion (Vaillant 2008; Armstrong 2010). One of the many proposed pathways of being connected in this way to more robust well-being is the increased ability to cope with life’s serious stressors, to maintain mental health in the face of adversity (Pargament 2001).

• skills, management, business, learning: LS is high in high value creation occupations in which continuous learning, roles of responsibility and skill development are valued. In congruence with this finding, previous research regarding county level life satisfaction has revealed moderate positive correlations between LS and employment in the “professional” occupation sector (as opposed to “construction”, “sales” or “service”) (Lawless and Lucas 2011). Furthermore, also consistent with this topic, it has been proposed that having a high percentage of employment in a county in the “creative” and “super-creative class” is positively associated with well-being (Rentfrow, Mellander, and Florida 2009).

• experience, bound, wonderful: This cluster represents engagement with life. LS is increased by experiencing life fully, adapting to both the good and bad (Frederick and Loewenstein 1999).

Spatial precludes showing the rest of the LS-positive topics, but of particular interest are a set of three related to the outdoors: sea/water, mountains, and hiking (see Figure 3). Counties with ocean or mountains tend to have more educated and wealthy populations, but also are strongly associated with recreation topics, which has been suggested to have an effect on happiness (Hartig, Mang, and Evans 1991). Other positive topics (not shown3) include learning, ideas, money, meetings, ability, house-related terms, groups, computers and opportunities.

Negative topics (Figure 2B) are far less varied. They include fewer substantive terms, and more words relating to attitude. Some are explicitly negative (‘sick’, ‘hate’), but many are more indicative of disengagement: ‘bored’, ‘chill’, ‘wtf’. For example, one tweet states “... feel ur pain. sitting here with kids is all i ever do. bored out of my mind!”. These negative words are, of course, associated more strongly with younger people. This is suggestive of the empirical observation that older people tend, on average, to have higher subjective well-being, referred to by psychologists as the “aging positivity effect” (Carstensen and Mikels 2005).

A similar story is borne out by the dictionaries that psychologists have assembled to code text for different salient psychological dimensions (Linguistic Inquiry and Word Count, LIWC) (Pennebaker, Francis, and Booth 2001; Pennebaker et al. 2007). Table 2 shows that lexicon categories most predictive of positive LS are “money”, “work” and words tied to “achievement”, which supports the psychological theory that the experience of “accomplishment” is one of the pillars of subjective well-being (Seligman 2011). The use of plural personal pronouns such as “we” and “our” which we take to be proxies for a communal, prosocial orientation are highly correlated with the presence of LS, whereas “I” and “my” are highly correlated with its absence. This again supports conceptions of subjective well-being being supported by a focus on relationships (Seligman 2011), a construct sometimes alternatively referred to as “relatedness” (Ryan and Deci 2000). In terms of a priori lexica, the single strongest negative predictor of LS is a dictionary of words psychologists have assembled which they take to express disengagement (including words such as “sleepy”,

3see wwbp.org for full list of topics.
Figure 2: Top ten topics most positively correlated with well-being (A), and top two topics negatively correlated with well-being (B). Word size corresponds to prevalence within the topics. Topics are significantly correlated with LS at a Bonferroni-corrected \( p < 0.001 \).

“tired”, “bored”), and conversely, words associated with the “engagement” (‘excited’) construct emerge as some of the strongest positive predictors. In regard to (dis)-engagement, curated dictionaries and LDA topics tell the same story. Sets of words tied to positive and negative emotions (Pennebaker et al. 2007) show the predicted correlations with life satisfaction; the same is true for the LIWC subdictionaries which represent swear words and expressions of anger.

Conclusions

In looking at the correlation of word use with subjective well being, we found many patterns that have been observed in the well-being literature, including positive effects of pro-social activities, exercise, engagement at school and work, and openness to and engagement with life.

Words of disengagement in a county predicts lower life satisfaction. In addition to the LIWC and well-being hand-curated disengagement-related categories, we found many word topics of disengagement, often with different slang usages. Such words are also used more by younger people, who are on average less happy, but we suspect are more saliently used by more disengaged youth.

The word topics we found do often correlate with demographic and socio-economic status (SES) variables, but the words provide potential insight into what may underlie the correlation of these variables with LS. We know that happiness is roughly linear in the log of income (Deaton and Hestorr 2010), but it is interesting that it is donating money and having rewarding jobs that people in happier communities talk about, far more than what one can buy with the money. We argue that our methodology can offer insight on what specific aspects of people’s everyday experiences impact their life satisfaction. These specific pathways assist policy makers and psychologists to design effective interventions and evaluate the specific impact of policy decisions.

The fundamental result of this paper is perhaps surprising: we can predict (on average) the happiness of one set of
Table 2: Top positively and negatively correlated categories from LIWC and our theory-driven well-being (WB) lexica along with Pearson correlation (r). (Bonferonni-corrected p < 0.05*, 0.01**, 0.001***)

<table>
<thead>
<tr>
<th>category</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>money (LIWC)</td>
<td>0.151 ***</td>
</tr>
<tr>
<td>work (LIWC)</td>
<td>0.145 ***</td>
</tr>
<tr>
<td>engagement (WB)</td>
<td>0.136 ***</td>
</tr>
<tr>
<td>positive emotion (WB)</td>
<td>0.127 ***</td>
</tr>
<tr>
<td>we (LIWC)</td>
<td>0.126 ***</td>
</tr>
<tr>
<td>positive emotion (LIWC)</td>
<td>0.124 ***</td>
</tr>
<tr>
<td>achievement (LIWC)</td>
<td>0.117 **</td>
</tr>
<tr>
<td>space (LIWC)</td>
<td>0.111 **</td>
</tr>
<tr>
<td>accomplishment (WB)</td>
<td>0.106 **</td>
</tr>
<tr>
<td>article (LIWC)</td>
<td>0.104 *</td>
</tr>
<tr>
<td>body (LIWC)</td>
<td>-0.134 ***</td>
</tr>
<tr>
<td>negative relationships (WB)</td>
<td>-0.135 ***</td>
</tr>
<tr>
<td>sexual (LIWC)</td>
<td>-0.137 ***</td>
</tr>
<tr>
<td>assent (LIWC)</td>
<td>-0.142 ***</td>
</tr>
<tr>
<td>shehe (LIWC)</td>
<td>-0.142 ***</td>
</tr>
<tr>
<td>swear (LIWC)</td>
<td>-0.146 ***</td>
</tr>
<tr>
<td>negative emotion (LIWC)</td>
<td>-0.152 ***</td>
</tr>
<tr>
<td>first-pers pron (LIWC)</td>
<td>-0.157 ***</td>
</tr>
<tr>
<td>anger (LIWC)</td>
<td>-0.160 ***</td>
</tr>
<tr>
<td>disengagement (WB)</td>
<td>-0.186 ***</td>
</tr>
</tbody>
</table>

people (those who answered the LS questionnaires) from the tweets of other people (people in the same county). This is, however, consistent with findings from other methodologies. People in the same county tend to share the same culture and environmental affordances (e.g., hiking, music, or good employment), and attitudes towards them (being excited or bored).

Happiness is asserted to be contagious (Fowler and Christakis 2008) and it has been suggested that although educated people are happier, on average, than less educated ones, there is an even stronger benefit to living in a community of educated people with arts, culture and entertainment (Lawless and Lucas 2011). Thus, the tweets of other people can indicate what it’s like to live around them, influencing one’s own happiness.

Disentangling the various causes and correlations is difficult. The CDC actively follows Google Flu trends to supplement its own tracking, but Google’s algorithms are still being tweaked as they occasionally over or under-estimate flu rates due to popular media sources influencing search patterns (Butler 2013). Though such temporal issues do not directly apply when observing tweets over locations, analogous prediction noise likely occurs, requiring consideration within models like ours. Our work is a step towards a social media-based well-being predictor which uses a richer feature set than the simple hedonic measures in previous work. We hope this translates into the ability to estimate and better understand the subjective well-being of large populations with nuanced conceptual and behavioral resolution.
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Appendix

We use handcrafted sets of words from two collections, PERMA (Seligman 2011), and LIWC (Pennebaker et al. 2007).

The PERMA lexicon is a collection of words relating to five components of positive psychology:

- **Positive emotion** (aglow, awesome, bliss . . . ),
- **Engagement** (absorbed, attentive, busy . . . ),
- **Relationships** (admiring, agreeable . . . ),
- **Meaning** (aspire, belong . . . ) and
- **Achievement** (accomplish, achieve, attain . . . ).

For each of these five categories, we use both positive words – ones that connote, for example, achievement, and negative words, for example, un-achievement (amateurish, blundering, bungling . . . ); or engagement and disengagement (bored, distracted, numb, sleepy . . . ).

LIWC is a much broader collection of word categories, including everything from positive and negative emotion to swear words to parts of speech. There is a vast amount of social science research utilizing it (Pennebaker et al. 2007).
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